Joint LIGO and TAMAS300 Search for Gravitational Wavesfrom Inspiralling Neutron Star Binaries

B. Abbott3° R. Abbott® R. Adhikari2® A. Ageev3®50J. Agresti®® P. Ajith,? B. Allen,®® J. Allen3! R. Amin3*
S. B. Andersor® W. G. Andersor?2 M. Araya2® H. Armandula®® M. Ashley5! F. Asiri 2} P. Aufmuth®® C. Aulbert?
S. Babak, R. BalasubramaniahS. Ballmer3! B. C. Barish2® C. Barker32 D. Barker32 M. Barnes3®[} B. Barr°
M. A. Barton® K. Bayer3! R. Beausoleif® [} K. Belczynski®? R. Bennetf®[1 S. J. Berukoff:[t J. Betzwiesef! B. Bhawal®°
I. A. Bilenko 28 G. Billingsley2° E. Black2 K. Blackburn® L. Blackburn3! B. Bland3? B. Bochner®*{l L. Bogue3?
R. Bork S. Bosé®® P. R. Brady5® V. B. Braginsky2® J. E. Brauf® D. A. Brown 2% A. Bullington;*® A. Bunkowski? 5®
A. Buonannd! R. Burgess! D. Busby3® W. E. Butler5* R. L. Byer?® L. Cadonat! G. Cagnoli¢®® J. B. Camp*®®
J. Cannizzo? K. Cannonf® C. A. Cantleﬁ/‘fo J. Cao’ L. Cardenas® K. Carter3® M. M. Casey®? J. Castiglion&?

A. Chandler®® J. Chapsky®[l P. Charltors®[§ S. Chatterj® S. Chelkowsk? 56 Y. Chen! V. Chickarmané*{l D. Chin 62
N. Christensef,D. Churched, T. Cokelaer, C. Colacino®® R. Coldwell®® M. Coles33{l D. Cook32 T. Corbitt3! D. Coyne®
J. D. E. Creighto®? T. D. Creightorn® D. R. M. CrooksS® P. Csatorday? B. J. Cusack,C. Cutler! J. Dalrymple3°
E. D’Ambrosio® K. Danzmanrt®2 G. Davies! E. Daw3*] D. DeBra®® T. Delker®{} . Dergache¥? S. Desap!

R. DeSalvo®® S. Dhurandhaf® A. Di Credico® M. Diaz%2 H. Ding° R. W. P. Drevef, R. J. Dupuis® J. A. Edlund®°{}
P. EhrensC E. J. Elliffe ° T. Etzel3° M. Evans3® T. Evans®® S. Fairhursf® C. Fallnich®® D. Farnhant® M. M. Fejer?®
T. Findley#® M. Fine® L. S. Finn5L K. Y. Franzen® A. Freise? [l R. Frey® P. FritscheP! V. V. Frolov,3 M. Fyffe 3
K. S. Ganeze?,J. Garofoli® J. A. Giaime3* A. Gillespie2®[d K. Goda®! L. Goggin3 G. Gonzale* S. GoRlef®
P. Grandclemerf{l A. Grant® C. Gray32 A. M. Gretarssort! D. Grimmett3® H. Grote? S. Grunewald, M. Guenther?
E. Gustafsorf®[{ R. Gustafsof2 W. O. Hamilton3* M. Hammond® C. Hanna* J. Hansor$® C. Hardhant® J. Harms?’
G. Harry3?! A. Hartunian3® J. Heefner? Y. Hefetz3! G. Heinzel I. S. Heng?® M. Hennessy? N. Hepler®! A. Heptonstalf®
M. Heurs% M. Hewitson? S. Hild 2 N. Hindman32 P. Hoang® J. Hought® M. Hrynevych3®} w. Hua?® M. Ito,®3 Y. Itoh,?
A. lvanov3° 0. Jennrictf®fd B. Johnsor$2 W. W. Johnsor#* W. R. Johnstors? D. I. Jones! G. Joned, L. Jones®
D. Jungwirth3*f] V. Kalogera?? E. Katsavounidi§? K. Kawabe32 W. Kells 2 J. Kern3f A. Khan32 S. Killbourn&°
C. J. Killow . C. Kim,*2 C. King2° P. King3° S. Klimenko®® S. Korandd® K. Kotter 56 J. Kovalik 3} D. Kozak3®
B. Krishnan! M. Landry 32 J. Langdal€® B. Lantz*® R. Lawrence’! A. Lazzarini®® M. Lei,° I. Leonor® K. Libbrecht®
A. Libson® P. Lindquist® S. Liu2° J. Logan®®fl M. Lormand33 M. LubinskiZ3 H. Liick 62 M. LunaS’ T. T. Lyons3°]l
B. Machenschalk,M. MacInnis3! M. Mageswarari® K. Mailand2° W. Majid,2°f} M. Malec? 56 V. Mandic2° F. Mann3°
A. Marin 3t} S. Marka® E. Maros J. Masori®f] K. Mason3! O. Matherny32 L. Matone? N. Mavalvala3! R. McCarthy32
D. E. McClelland® M. McHugh 26 J. W. C. McNablP! A. Melissinos?* G. Mendell®? R. A. Mercer® S. Meshkov
E. MessaritakP® C. Messenge® E. Mikhailov' S. Mitra?® V. P. Mitrofanov3® G. MitselmakheP? R. Mittleman3!

0. Miyakawa®® S. Mohanty3? G. Moreno?? K. Mossavi? G. Mueller®® S. Mukherje€? P. Murray®® E. Myers®® J. Myers®?
S. Nagand, T. Nash®® R. Nayak?® G. Newton®® F. Nocera®® J. S. Noef® P. Nutzmarf? T. Olson?’ B. O’Reilly,*3
D. J. Ottaway?! A. Ottewill,®>{1 D. Ouimette®fl H. Overmier®® B. J. OwerP! Y. Pan® M. A. Papal V. Parameshwaraial,
C. Parameswariaf?, M. Pedraza® S. Penrt® M. Pitkin,®® M. Plissif% R. Prix! V. Quetschke?® F. Raab®? H. Radkins3?
R. Rahkola&f® M. Rakhmanow® S. R. Rad® K. Rawlins3*fl S. Ray-Majumdef5 V. Re 58 D. Redding®ft M. W. Regehr}
T. Regimbau, S. Reid®® K. T. Reilly,3 K. Reithmaier?® D. H. Reitze?® S. Richmars*l} R. Rieseri? K. Riles® B. Rivera®
A. Rizzi, 3} D. I. Robertsorf® N. A. Robertsorf?6°C. Robinsor, L. Robison3® S. Roddy®3 A. Rodriguez3 J. Rollins?
J. D. Romand,J. Romie3® H. Rong® {1l D. Rose®° E. Rotthoff>! S. Rowarf® A. Rudiger? L. Ruet3! P. Rusself° K. Ryan32
|. Salzmar®® V. Sandberg? G. H. Sander&{&hv. Sannibale®® P. Sarin! B. SathyaprakashP. R. Saulsof? R. Savagé?
A. Sazonov® R. Schilling? K. Schlaufmarp! V. Schmidt3® PP R. Schnabet’ R. Schofieldf? B. F. Schutz: 7 P. Schwinber
S. M. Scot® S. E. Seade®® A. C. Searle’ B. Sears® S. Seef° F. Seifert®” D. Sellers®® A. S. Sengupta® C. A. Shapirc>!{‘]
P. Shawhari® D. H. Shoemake?! Q. Z. Shu®*[H A. Sibley 32 X. Siemens?® L. Sievers®fi D. Sigg3? A. M. Sintes®-57
J. R. Smitt? M. Smith3! M. R. Smith3° P. H. Sneddof® R. Sperd®[1 0. Spjeld3 G. Stapfer D. Steussy K. A. Strain®°
D. Strom® A. Stuver5! T. Summerscale® M. C. Sumnef? M. Sung3* P. J. Suttor® J. Sylvestré®[eFD. B. Tanners®
H. Tarig3® M. Tarallo® I. Taylor, R. Taylor®® R. Taylor3® K. A. Thorne5! K. S. Thorne® M. Tibbits 5! S. Tilav 2]

M. Tinto,*f} K. V. Tokmakov38 C. Torres? C. Torrie3 G. Traylor3 W. Tyler 3 D. Ugolini,5® C. Ungarellis®
M. Vallisneri®d M. van Putters! S. Vass®® A. Vecchio®8 J. Veitch® C. Vorvick 22 S. P. Vyachaniré L. Wallace3°
H. Walther3” H. Ward®® R. Ward3° B. Ware3*f} K. Watts32 D. Webber®® A. Weidner37:2 U. Weiland®® A. Weinstein°
R. Weiss®® H. Welling,>® L. Wen}! S. Wen34 K. Wette? J. T. Whelan®® S. E. Whitcomb?° B. F. Whiting>® S. Wiley?

C. Wilkinson32 P. A. Willems® P, R. Williams* ™ R. Williams# B. Willke,5%2 A. Wilson 2 B. J. Winjum®:{} W. Winkler 2
S. Wise3® A. G. Wisemarf® G. Woan®® D. Woods®® R. Wooley?22 J. Worder£? W. Wu > |. Yakushin® H. Yamamotc®°
S. Yoshid&'® K. D. Zaleskis* M. Zanolin3! I. Zawischa®{] L. Zhang® R. Zhu! N. Zotov3® M. Zucker3® and J. Zweizig®

arXiv:gr-qc/0512078 vl 13 Dec 2005



(The LIGO Scientific Collaboration, http://www.ligo.org)

T. Akutsu?’ T. Akutsul! M. Ando*® K. Arai,*® A. Araya® H. Asada?® Y. Aso,'® P. Beyersdorf? Y. Fujiki,'°
M.-K. Fujimoto*° R. Fujita?® M. Fukushima'® T. Futamasé? Y. Hamuro?!® T. Haruyam&® K. Hayama?® H. Iguchi>*
Y. lida,*® K. loka,'® H. Ishitsuka?’ N. KamikubotaZ® N. Kanda?? T. Kaneyamd? Y. Karasaw& K. Kasahar&/

T. Kasai?® M. Katsuki?? S. Kawamurd? M. Kawamural® F. Kawazo€'? Y. Kojima,*? K. Kokeyama’® K. Kondo?’
Y. Kozai*® H. Kudoh® K. Kuroda?’ T. Kuwabaral® N. Matsuda® N. Mio,'° K. Miura,}* S. Miyama?® S. Miyoki,?’
H. Mizusawat® S. Moriwaki® M. Musha?® Y. Nagayam&? K. Nakagaw&® T. Nakamural® H. Nakano?? K. Nakao??
Y. Nishi,’® K. Numatal® Y. Ogawa?® M. Ohashi?’ N. Ohishi®® A. Okutomi?’ K. Ooharal® S. Otsukal® Y. Saito2®
S. Sakatd® M. Sasakf® N. Sato?® S. Satd?? Y. Sato?® K. Sato#* A. Sekido®’ N. Seto?® M. Shibate?! H. Shinkai#®
T. Shintomi?® K. Soidal® K. Somiya® T. Suzuki?® H. Tagosh?® H. Takahasht; %322 19R, Takahashi? A. Takamori'®
S. Takemotd?® K. Takeno!® T. Tanak&l® K. Taniguchi® T. Tanji,'° D. Tatsumi® S. Telad&! M. Tokunari?’

T. Tomaru?® K. Tsubono!® N. Tsuda?* Y. Tsunesad4? T. Uchiyama2’ K. Ueda?® A. Ueda?® K. Wasedd?

A. Yamamotc?® K. Yamamotc?’ T. Yamazakii® Y. Yanagi?® J. Yokoyam&?® T. Yoshida?* and Z.-H. Zhd°

(The TAMA Collaboration)

1Albert-Einstein-Institut, Max-Planck-Institut fiir Graationsphysik, D-14476 Golm, Germany
2Albert-Einstein-Institut, Max-Planck-Institut fir Graationsphysik, D-30167 Hannover, Germany
SAustralian National University, Canberra, 0200, Austeali
4California Institute of Technology, Pasadena, CA 91125AUS
SCalifornia State University Dominguez Hills, Carson, CA783, USA
6Caltech-CaRT, Pasadena, CA 91125, USA
"Cardiff University, Cardiff, CF2 3YB, United Kingdom
8Carleton College, Northfield, MN 55057, USA
9Columbia University, New York, NY 10027, USA
%Department of Advanced Materials Science, The Universifiokyo, Kashiwa, Chiba 277-8561, Japan
"Department of Astronomy, The University of Tokyo, BunkycFkyo 113-0033, Japan
2Department of Physics, Hiroshima University, Higashidsinima, Hiroshima 739-8526, Japan
13Department of Physics, University of lllinois at Urbana#®hpaign, Urbana, IL 61801, USA
MDepartment of Physics, Miyagi University of Education, Adramaki, Sendai 980-0845, Japan
5Department of Physics, The University of Tokyo, BunkyoFekyo 113-0033, Japan
8Earthquake Research Institute, The University of TokyamkBo-ku, Tokyo 113-0032, Japan
YEmbry-Riddle Aeronautical University, Prescott, AZ 86303A
BFaculty of Science, Kyoto University, Sakyo-ku, Kyoto 8862, Japan
Faculty of Science, Niigata University, Niigata, Niigatd®2102, Japan
2Faculty of Science and Technology, Hirosaki Universityostiki, Aomori 036-8561, Japan
ZGraduate School of Arts and Sciences, The University ofdldidgguro-ku, Tokyo 153-8902, Japan
2Graduate School of Science, Osaka City University, Sumijlas Osaka 558-8585, Japan
ZGraduate School of Science, Osaka University, Toyonakak#®560-0043, Japan
%4Graduate School of Science, Tohoku University, Sendaiadili980-8578, Japan
ZHigh Energy Accelerator Research Organization, Tsukubaraki 305-0801, Japan
%Hobart and William Smith Colleges, Geneva, NY 14456, USA
Z|nstitute for Cosmic Ray Research, The University of ToKgshiwa, Chiba 277-8582, Japan
2|nstitute for Laser Science, University of Electro-Cominations, Chofugaoka, Chofu, Tokyo 182-8585, Japan
2Inter-University Centre for Astronomy and Astrophysicsn® - 411007, India
0L1GO - california Institute of Technology, Pasadena, CA 281USA
31 |GO - Massachusetts Institute of Technology, Cambridgs, 02139, USA
%21 1GO Hanford Observatory, Richland, WA 99352, USA
3LIGO Livingston Observatory, Livingston, LA 70754, USA
34 ouisiana State University, Baton Rouge, LA 70803, USA
%Louisiana Tech University, Ruston, LA 71272, USA
%8 _oyola University, New Orleans, LA 70118, USA
$’Max Planck Institut fur Quantenoptik, D-85748, Garchir@ermany
%Moscow State University, Moscow, 119992, Russia
%NASA/Goddard Space Flight Center, Greenbelt, MD 20771, USA
“ONational Astronomical Observatory of Japan, Tokyo 181835%pan
“INational Institute of Advanced Industrial Science and fietbgy, Tsukuba, Ibaraki 305-8563, Japan
“2Northwestern University, Evanston, IL 60208, USA
430chanomizu University, Bunkyo-ku, Tokyo 112-8610, Japan
“Precision Engineering Division, Faculty of Engineeringk@i University, Hiratsuka, Kanagawa 259-1292, Japan
“SResearch Center for the Early Universe (RESCEU), Graduelt®® of Science, The University of Tokyo, Tokyo 113-008%ard
“RIKEN, Wako, Saitaka 351-0198, Japan


http://www.ligo.org

473alish Kootenai College, Pablo, MT 59855, USA
“83outheastern Louisiana University, Hammond, LA 70402, USA
“Ostanford University, Stanford, CA 94305, USA
%0Syracuse University, Syracuse, NY 13244, USA
5The Pennsylvania State University, University Park, PAOBG8JSA
®2The University of Texas at Brownsville and Texas Southmoéd®, Brownsville, TX 78520, USA
>3Tokyo Denki University, Chiyoda-ku, Tokyo 101-8457, Japan
4Tokyo Institute of Technology, Meguro-ku, Tokyo 152-85&pan
S5Trinity University, San Antonio, TX 78212, USA
*®Universitat Hannover, D-30167 Hannover, Germany
SUniversitat de les llles Balears, E-07122 Palma de Mallor&pain
%8University of Birmingham, Birmingham, B15 2TT, United Kiom
SSUniversity of Florida, Gainesville, FL 32611, USA
8University of Glasgow, Glasgow, G12 8QQ, United Kingdom
5University of Maryland, College Park, MD 20742 USA
%2University of Michigan, Ann Arbor, MI 48109, USA
&University of Oregon, Eugene, OR 97403, USA
84University of Rochester, Rochester, NY 14627, USA
®University of Wisconsin-Milwaukee, Milwaukee, WI 53205AU
%\assar College, Poughkeepsie, NY 12604
5"\Waseda University, Shinjyuku-ku, Tokyo 169-8555, Japan
%8Washington State University, Pullman, WA 99164, USA
%¥yukawa Institute for Theoretical Physics, Kyoto UniversBakyo-ku, Kyoto 606-8502, Japan
(Dated: 13 December 2005)

We search for coincident gravitational wave signals frospiralling neutron star binaries using LIGO and
TAMA300 data taken during early 2003. Using a simple trigggchange method, we perform an inter-
collaboration coincidence search during times when TAM&3@d only one of the LIGO sites were opera-
tional. This data set is complementary to that used in thed 82 search. The observation time of the search is
648 hours. We find no evidence of any gravitational wave $sgivile place an observational upper limit on the
rate of binary neutron star coalescence with componenteadsstween 1 and)3; of 49 per year per Milky
Way equivalent galaxy at@% confidence level.

PACS numbers: 95.85.Sz, 04.80.Nn, 07.05.Kf, 95.55.Ym

The first generation of gravitational wave interferometric
detectors are rapidly ?:rroaching their design sengitsit
These include the LIG[1] and TAMA300![2] detectors as
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tron stars and/or black holes are one of the most promis-
ing sources of gravitational radiation for these detecttms
deed, several searches for such signals have already been co
pleted [5,5/17[18]. In the long term, the chances of detect-
ing gravitational waves from a binary inspiral are greathy i
proved by making optimal use of data from all available de-
tectors. The immediate benefit of a multi-detector coinotse
search is a significant reduction in the the false alarm @te f
a fixed detection efficiency. Additionally, a search invalyi

all available detectors will provide an increase in obseova
time when, for example, at least two detectors are operating
The different orientations of the detectors make them seasi

to different parts of the sky, thus a combined search can lead
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to improved sky coverage. If an event is detected in multiple L1

instruments it is possible to localize the position of therse

and improve parameter estimation. In addition, independen

observations in well-separated detectors using diffenand-

ware and analysis algorithms would increase confidence in a

detection, while reducing the possibility of an error ordhiln

this paper, we present the first inter-collaboration seéoch

gravitational waves from the binary inspiral of neutrorrsta 79
This represents an important step towards a global network
analysis of gravitational wave data.

The joint coincidence search described here uses data from H1 H2
the second LIGO science run (S2) which occurred at the same
time as the eighth TAMA300 data taking run (DT8) in 2003.
The LIGO S2 data have already been searched for graviFIG. 1: The number of hours that each combination of detsat@is
tational waves from binary neutron stat$ [7]. That searchsearched during the S2/DT8 run. The upper number gives tharam
used only data in which both of the LIGO sites were opera-of time the specific LIGO detectors were coincidentally apienal.
tional. In this paper, we report on a coincidence search belhe lower number gives the total amount of time searched iim-co
tween LIGO and TAMA300 data on a complementary datac'den?e vv_|th TAMAS00. The shaded region corresponds to #ta d
set, when only one LIGO site was operating in coincidencé/S€d in this search.
with the TAMA300 detector. By performing this joint search
between the LIGO and TAMA collaborations, we are able to
significantly increase in the length of time searched in €oin H2-nL1-T1 coincident data sets. During the S2 science run, a
cidence during the S2/DT8 run. The data from each of thestrong correlation was found in the L1 interferometer betwe
detectors are searched independently for event candjdates glitches in the auxiliary POB channel and inspiral triggers.
“triggers”. These triggers are then exchanged between colFherefore, we apply a veto to exclude times of excess noise in
laboration members and searched for coincidence. The coifROBL.I, details of which are given in Refl][7]. No efficient veto
cidence requirements of the search are determined by addirnipannels were found for the H1, H2 or T1 detectors. After
simulated signals to the data streams of the detectors,end dapplying the veto to L1, there are 34 hours of nH1-nH2-L1-
termining the accuracy with which various parameters are reT1 data. Additionally, there are 334 hours of H1-H2-nL1-T1
coveredl[B]. The exchange of single instrument triggers andlata, 212 hours of H1-nH2-nL1-T1 data and 68 hours of nH1-
subsequent coincidence analysis is quite simple and ddes nd2-nL1-T1 data, giving a total observation time of 648 hours
involve the exchange of large amounts of interferometea.dat The data used in this search are summarized in Flgure 1. To
It provides a natural first step in an inter-collaboratiomlan avoid any bias from tuning our pipeline using the same data
ysis. If an interesting candidate event were found, it wouldfrom which we derive our upper limits, the tuning of analysis
then be followed up by an optimal, fully coherent analysis ofparameters was done without examining the full coincident
the data around the time of the candidate. In this joint LIGO-trigger sets. Instead, parameter tuning was done oplthe
TAMAS300 search, we find no evidence of any inspiral signalsgrounddata which consists of approximately 10% of the data
in the data and so we place an observational upper limit ochosen as a representative sample. In this analysis, tgthlen
the rate of binary neutron star coalescence in the Milky Wayof playground data is 64 hours. The analysis of the playgioun
galaxy. data and tuning of the search is described in more detailfin Re

The LIGO network of detectors consists of a 4km interfer-[g]- The playground datwassearched for candidate gravita-

ometer “L1” in Livingston, LA and a 4km “H1” and a 2km tional wave events, but was excluded from the data set used to

“H2” interferometer which share a common vacuum systenrPlace the upper limit. Subtracting the playground datadsav
in Hanford, WA. TAMA300 is a 300m interferometer “T1” @ total of 584 hours of non-playground data used in placing
in Mitaka, Tokyo. Basic information on the position and ori- the upper limit.

entation of these detectors and detailed descriptionseif th  In a search for inspiralling neutron star binaries, we can
operation can be found in Ref§l [1, 2]. The data analyzed icharacterize the sensitivity of the detectors by their mmaxn

this search was taken during LIGO S2, TAMA300 DT8 be- observable effective distance, or range. This is definedes t
tween 16:00 UTC 14 February 2003 and 16:00 UTC 14 Aprildistance at which an inspiral df4—1.4M, neutron stars, in
2003. We only analyze data from the periods when both LIGChe optimal direction and orientation with respect to eaeh d
and TAMA300 interferometers were operating. Furthermoretector, would produce a signal to noise ratio (SNR) of 8. The
we restrict to times when only one of the LIGO sites was op-effective distance of a signal is always greater than or lequa
erational. Therefore, we have four independent data sets to the actual distance. On average iRi8 times as large as
analyze: the data set during which neither H1 nor H2 werghe actual distance, with the exact factor dependent upmn th
operating — the nH1-nH2-L1-T1 coincident data set (heresource location and orientation relative to the detectaririy

“n” stands for “not operating”) — and three data sets whenthe S2 science run the ranges of the LIGO detectors, averaged
one or both of the Hanford detectors were operational but Lbver the course of the run, were 2.0, 0.9 and 0.6 Mpc for L1,
was not — the H1-H2-nL1-T1, H1-nH2-nL1-T1, and nH1- H1 and H2 respectively. This made them sensitive to signals



from the Milky Way and favorably oriented potential sources Parameter Description value
in the local group of galaxies. The range of TAMA300 dur- MM  Templatebank Minimal Match ~ 97%
ing DT8 was 52 kpc, making it sensitive to the majority of p* Matched Filter Threshold 7.0
the Milky Way. Since we require a signal to be observed in » Number ofy? bins 15

both the LIGO and TAMAS300 detectors, it is natural for this 5 \2 threshold parameter 0.023

search to restrict our attention to gravitational wavesipoed
by inspiralling neutron star binaries in the Milky Way.

The search methods employed in this paper are similar to o
those used in the LIGO S2 search [7] and the independent dmun  H1/H2 Mass Coincidence 0
TAMASOO DT.8 search |.[._1|0]. Therefore, in th'_s PAPEr W€ rap E1: Alistof the most significant parameters used for search
will not describe the LIGO or TAMA300 analysis pipelin€s 4 ihe LIGO data.
in great detail, but instead emphasize the differencesdmiw
this search and those described previously.

& x2threshold parameter 5.0
0tgm  HL1/H2 Timing Coincidence 1.0 ms

. . . Parameter Description value
For the LIGO search, we split the data into analysis blocks —
MM  Templatebank Minimal Match 97%
of 2048 seconds length, overlapped by 128 seconds. For each . _
chunk, we construct a template bank with a minimal match p" Matched F"tfr Threshold 7.0
of 97% and component masses between 1 and.3[L1]. p  Number ofy” bins 16
We analyze the data using tReNDCHIRP implementation of § X threshold parameter 0.046
matched filtering for inspiral signals in the LIGO Algorithm & x* threshold paramater 2.3

Library [12,[13]. The most important thresholds used in the

LIGO search are g|ven in Tame . Most notably, we use anTABLE II: A list of the most Signiﬁcant parameters used foeth
SNR thresholdp* = 7 for matched filtering. Additionally, ~Search of the TAMA3O00 data.

we perform a waveform consistency?) test [14]. For this,

we require the power observed in the signal to be evenly dis-, . . . .
tributed betweep frequency bands. The threshold is olds in the TAMA300 search are listed in Tablk Il. We use a

SNR thresholg* = 7 for matched filtering. In the TAMA300
2 < AT 1 only search, we introduce a threshold on the valug/af x>
X <ot @) to reduce the number of false alarrhs [0, 16]. Howe(\%;n the

Those familiar with the LIGO S2 analysis will note that we LIGO-TAMA300 analysis, we introduce @ threshold as in
use a higher threshold on SNR father than6) and also a Eq. [@). By cutting ony?, the number of triggers is signifi-
tighter x2 threshold § rather thani2.5 in the Hanford detec- cantly reduced. In addition, some of the coincidence aiglys
tors). This is due to the fact that we limit our attention tg-si becomes much simpler since LIGO and TAMA300 use a sim-
nals from the Milky Way which tend to be have a large SNR inilar criterion for y2. More details of the TAMA300 analysis
the LIGO S2 data stream. The tighter thresholds vastly reducpipeline are available in Ref_[10.]16].
the false alarm rate while giving a negligible loss of detett The requirements for coincidence between triggers in the
efficiency. For times during which both the H1 and H2 de-LIGO and TAMA300 detectors are determined by adding sim-
tectors were operational, we perform a triggered analyfsis oulated inspiral events to the data streams of the detectors.
H2, as described in detail in Refl [7]. We produce a templatéThresholds are chosen so that injected signals seen selgarat
bank and matched filter the H1 data. Only for those times anéh both the LIGO and TAMA300 detectors survive the co-
masses that we obtain a trigger in H1 do we filter the H2 dataincidence step with near 100% efficiency, while minimizing
This significantly reduces our analysis time while having nothe rate of accidental coincidences. Since both the LIGO and
effect on the detection efficiency. We then search for tnigge TAMA3O00 pipelines can accurately determine the coaleseenc
coincident in time and mass between the H1 and H2 detectorime and mass of an injected signal, it is natural to require
The use of a triggered search allows us to require the mas®nsistency of these values in our coincidence test. We mea-
parameters of coincident triggers to be identical. Stugers  sure the accuracy with which these parameters are recovered
formed by injecting simulated signals show we can determinén each detector and set the coincidence window to be the sum
the end time of an inspiral to withihms and consequently of these accuracies. The values of time and mass coincidence
we use this as our time coincidence window. Finally, we im-parameters are given in Talflel lll. Both pipelines recover th
plement an amplitude consistency test between triggerdin Hend time with an accuracy of 1 ms, to which we must add the
and H2 [7]; this includes keeping any triggers from H1 whoselight travel time between sites to obtain the values givethin
recovered effective distance renders them unobservatilein table. The mass parameter most accurately recovered by the
less sensitive H2 detector. pipelines is the chirp mass of a signal. The chirp mass is de-

For the TAMA300 search, we split the data into analysisfined asM = M#7?3/°, whereM = m; + ms is the total mass
blocks of 52.4288 seconds length. The adjacent blocks off the system ang = m;mz/M? is the dimensionless mass
data are overlapped by 4.0 seconds in order not to lose signaiatio. To pass coincidence, we require the chirp massesof tw
which lie on the border of two adjacent blocks. We constructriggers to agree withif.05M,. Further details of how these
a template bank with a minimal-match 7% [15] for each  parameters were chosen are available in REf. [9].
locked segment, in which the detector was continuously op- The coincidence parameters described above were chosen
erated without any interruptions. The most significantshre to provide a good efficiency to simulated events. However,



Parameter Description value
otgr  Timing between Hanford and TAMA 27.0ms 14
dtrr  Timing between Livingston and TAMA  35.0 ms 13!
oM  Chirp mass window 0.081
12y

TABLE lll: The coincidence windows used for the LIGO-TAMAGO
search.

TAMA SNR

there is some chance that noise induced events in the dete
tors might survive our coincidence tests. In order to esééma
the background of such chance coincident triggers we pel
form a time shift analysid [17]. To do this, we time shift the
TAMAS3O00 triggers by multiples of 5 seconds and search for
coincidence between the time shifted TAMA300 triggers anc 10 11 12 13 14

LIGO triggers. We perform 100 time shifts, with a value of LIGO SNR

the time shift ranging from-250 to 250 seconds. These shifts

are much longer than the light travel time between the sites,

so that any coincidence cannot be from actual gravitationatlG. 2: The signal to noise ratigsco VS prama Of the accidental
waves. They are also longer than the typical detector noiseoincident triggers using 100 time shifts. The contoursamistant
auto-correlation time, longer than the longest signal faep false alarm probability are also shown.

duration (4 seconds) and shorter than typical timescalds-of

tectors’ non-stationarity, so that each time shift proside

independent estimate of the accidental coincident ratee Th O Time Shift| ‘
SNRs of the triggers obtained from the time shift analysés ar + Iniection e
plotted in FigurdR. The plot shows that the distribution of )

background coincidences does not follow the circular false
alarm contours expected for Gaussian nolsé [18]. Insteac
a statistic which more accurately reflects the constane fals
alarm probability contours is the sum of the SNR in the two
detectors,

TAMA SNR

Pc = Puco T Prama - (2

We use this statistic in our analysis to distinguish backgtb
triggers from detection candidates.

To measure the sensitivity of the search, we perform a se
of injections into both sets of data. The simulated waveform
added to the data consist of galactic binary neutron stai-ins

ral signals. The majority of neutron stars in the Milky Way F|G. 3: The signal to noise ratigsico VS praws Of the triggers as-

lie in the galactic bulge, which we take to have a radius of 4sociated with injections+) and those from accidental coincidences
kpc and height of 1.5 kpc. The sun is assumed to lie 8.5 kperising in 100 time shiftsd).

from the center of the galaxy. Further details of the galac-

tic model used are available in Ref._[19]. The mass distri-

bution is described in detail in Ref_[20]. Of the injections analysis. This shows that triggers from the found injection
performed, 76% have an associated coincident trigger in thare well separated from the accidental coincidences foand i
LIGO and TAMA3O00 detectors. The majority of the injections the time shift analysis.

not detected have an effective distance at the TAMA300 site In Figure[4, we plot the sensitivity of the search to injected
greater than TAMA300’s range during DT8. However, thereMilky Way signals. This is done by plotting the number of
were also a few injections which were very poorly orientedgalaxiesN¢ (or equivalently the fraction of the Milky Way)
for the LIGO detectors, and hence have a large effective disthe search is sensitive to as a function of the threshold en th
tance, making them unobservable to LIGO. Finally, severali combined statistic given in EJ1(2).

jections produce triggers in both the LIGO and TAMA300 de- We analyze the S2/DT8 data using the pipeline described.
tectors but these fail our coincidence requirements. THRSSN The cumulative distribution op. of the coincident triggers
of these triggers are close to threshold in TAMA300 and thds shown in Figuréls. On this plot, the expected number of
injection parameters, in particular the chirp mass, arevec triggers obtained from the time shift analysis is shown, at w
ered poorly. In FigurEl3 we plot the coincident triggers asso  as the standard deviation of the number of triggers obtdmed
ated with injections superimposed on those from the timf¢ shi the time shifts. The results of the analysis of the full data

LIGO SNR
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we maintain the standard “MWEGT][7] for describing the

0.76 upper limit). We use the loudest event statistid [21], which
0.75} makes use of the detection efficiency at the combined SNR of
the loudest event in order to construct the upper limit. The
0.74¢ 90% confidence frequentist upper limit is given by
0.73r 2303+ 1n P,
Roows = 77— 3
ZL') 0.72r o0 TNG(pmax)

In the aboveT is the observation time of 584 hourg, is the
probability that all background triggers have a SNR less tha
Pmax, aNdNg is the number of MWEGS the search is sensitive
to at the combined SNR of the loudest evept... N¢ is de-
termined from Figur&l4 to be.76 MWEG for pa.x = 15.3.
Although the time shift analysis provides us with an estanat
of P, = 0.2, we note that it is difficult to establish a system-
atic error associated with this estimate, and therefore tiad
conservative choice of setting, = 1. From these numbers,

i imi _ —1 —1
FIG. 4: The efficiency of the LIGO~TAMA300 joint analysis to W€ Obtain an upper limit 0R oy, = 45y~ MWEG™".

0.71r

0.71

0.69r

0.68

20 40 6 80 100
Pe thresﬂold

simulated galactic inspiral events. The number of galaiiés) to The possible systematics which arise in a search for bi-
which the search is sensitive is plotted as a function oftheshold ~ nary neutron stars are described in some detail in Ref. [7],
on the combined statistje: (= puco + prava )- and we will follow the analysis presented there to calculate

the systematic errors for the above result. The most signif-
icant effects are due to the possible calibration inacdesac
‘ ‘ ‘ of the detectors, the finite number of Monte Carlo injections
H’} O S2/DT8 final sample performed, and the mismatch between our search templates
o) }}’H, *_Time Shift and the actual waveform. We must also evaluate the system-
Q. atic errors associated with the chosen astrophysical najdel
10° | , | potential s_our_ces_within the galaxy. All systematic eféeict
£ »’ the analysis pipeline (such as less than perfect coverage of
¥ ; template bank) are taken into account in the Monte Carlo es-
: timation of the detection efficiency.
a T4 This search was sensitive to most, but not all, signals from
10 ¢ ARRENE 1 the Milky Way. Thus, the specific model of the source dis-
¥ tribution within the galaxy will affect the upper limit. The
: majority of the mass in the galaxy, and hence the potential
S sources, is concentrated near the galactic center. Therefo
10 12 16 18 20 29 our efficiency will be most affected by changing the distance
p. threshold from the sun to the center of the galaxy in the model. In
this search, the sun’s galactocentric distance is assunrteel t
8.5kpe. Varying this distance betweehand 10 kpc leads
FIG. 5: The triggers from the analysis of the full LIGO-TAMa@ [0 & change in efficiency df.04 MWEG. Different mod-
data set. Thex represent the expected background number of trig-€lS for NS-NS formation can lead to variations in the NS
gers at or above a given combined SNRbased on the 100 time Mass distribution. Based on simulations with a 50% reduc-
shifts performed. The bars indicate the standard deviatiothe  tion in the number of binary systems with masses in the range
number of events, calculated from the time shift resultse Triy- 1.5Mg < myi,me < 3.0M, we can estimate the variation
gers from the final S2/DT8 data set are showr.as in N¢ to be0.01 MWEG
Any calibration inaccuracy in TAMA300 could have a sig-
nificant effect upon our efficiency. This is clear from Fig-
are overlayed on top of this. It is clear from the figure thature[3 which shows a significant number of injections found in
the distribution of coincident triggers is consistent witte  TAMA300 close to threshold. Two effects contribute to this
background estimated from time shifts. There are no trigigercalibration error: an overall normalization error (asstedl
with combined SNR greater than,.. = 15.3. Therefore, with the magnetic actuation strength uncertainty and fescef
we conclude that there is no evidence for gravitational waven calibration), and uncertainty in the frequency-depende
signals in the LIGO-TAMA S2/DT8 data set. response. The error in the normalization is of order 5%, but
Given the set of triggers displayed in Figlite 5 we can obtairthe long-term drift is unknown, so we conservatively use 10%
an upper limit on the rate of binary neutron star coalescencen this paper. The frequency-dependent error was estimated
per year per Milky Way Equivalent Galaxy (MWEG). (Al- and shown to be< 10%, so it is subsumed into the overall
though this search is only sensitive to galactic inspiraints,  10% error on the SNR of the triggers. This calibration un-

10

Number of events per S2/DT8
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certainty leads to 8.02 MWEG effect on our efficiency. The collaboration search for gravitational waves from insltiitg
majority of injections are observed well above thresholthén  binary systems. This joint analysis allows an additionad 64
LIGO detectors, and consequently the calibration unaastai hours of data to be searched in coincidence. The simple
of 8.5% in L1 and4.5% in H1/H2 results in a smaller uncer- trigger exchange and coincidence methods developed during
tainty in the efficiency of< 0.01 MWEG. The error in the this search will be further developed in future joint netiwor
efficiency measurement due to the finite number of injectionsearches for gravitational waves from coalescing binasy sy
performed i€).01 MWEG. Differences between the theoreti- tems.

cal waveforms used in matched filtering the data and the real

waveforms would decrease the efficiency of our search. Al- The authors gratefully acknowledge the support of the
lowing for a10% loss in SNR due to inaccuracies in the model United States National Science Foundation for the construc
waveform [22[23[24] leads to-a0/ — 0.02 MWEG effect  tion and operation of the LIGO Laboratory and the Particle

on the efficiency. Combining these effects, we obtain an effi’hysics and Astronomy Research Council of the United King-
ciency of Ng = 0.7679:%%. Taking the downward excursion dom, the Max-Planck-Society and the State of Niedersach-

on N¢, we obtain a conservative upper limit of sen/Germany for support of the construction and operafion o
the GEOG600 detector. The authors also gratefully acknowl-
Rooyn = 49 y ! MWEG™ . (4) edge the support of the research by these agencies and by the

Australian Research Council, the Natural Sciences and-Engi

This rate is comparable with the rate Ilimit of neering Research Council of Canada, the Council of Scientifi
47y 'MWEG™! obtained from the LIGO-only S2 and Industrial Research of India, the Department of Science
search [[7]. The decreased sensitivity and range of thand Technology of India, the Spanish Ministerio de Educa-
LIGO detectors in the current search is balanced by theiony Ciencia, the John Simon Guggenheim Foundation, the
greater analysis time. Leverhulme Trust, the David and Lucile Packard Foundation,

In this paper, we have presented the results and uppéhe Research Corporation, and the Alfred P. Sloan Foundatio
limit from the joint LIGO—-TAMAS3O0O inspiral analysis of the TAMA research is supported by a Grant-in-Aid for Scientific
S2/DT8 data. We see no evidence of any gravitational wav&®esearch on Priority Areas (415) of the Ministry of Educatio
inspiral signals in the data. We conclude that the rate of biCulture, Sports, Science and Technology of Japan. This work
nary neutron star coalescences is less titeyT ' MWEG ™+ was also supported in part by JSPS Grant-in-Aid for Scientifi
with a 90% confidence. In addition, this is the first multi- Research Nos. 14047214 and 12640269.
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